SL: Splines and Smoothing Splines

Problem 0. The Smoothing Spline Problem
Let f be a natural cubic spline defined on the interval [a, b], interpolating values yi, . .., ¥, at the
n knots x1...,x,, where a < 1 < ... <z, <b. Let f be any continuous twice differentiable

function on [a, b] such that f(z;) =y fori=1,...,n. Puth=f — f.
(i) Show that
b
/ F@) (2)dz = 0.

(ii) Deduce that
b b
/If”(x)lea:z/ |7 () da .

(iii)) When does equality hold in (ii)? Conclude that the natural cubic spline has the mini-
mum value of [ |f”(x)]*dz amongst all smooth curves that interpolate the data £, =

{(«T1,y1>7 ] (xfayé)}'

(iv) Recall the smoothing spline optimisation problem.

(v) Argue that the solution to the smoothing spline problem in (iv) is necessarily a natural
cubic spline.

Problem 1. Basis Function for Natural Cubic Splines
Consider a cubic splines f with K interior knots x4, ..., Tk,

3 K
fl) =82+ M(w =)},
=0 k=1

where (z); := max(0, x).

(i) Prove that the natural boundary conditions for natural cubic splines imply the following
linear constraints on the coefficient:

K K
Pa=0,  [B3=0, Z/\kz(), Zxk)\kzo-
k=1 k=1
(ii) Using (i), derive the basis function
ple)=1, @@=z,  ger)=dz) - dx(z), (1)

where . 5
R =

T — Tk

fork=1,..., K —2.
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Problem 2.
Making use of the basis function (1), the solution to the smoothing spline problem for a training

set of size n can be written .
r) =Y B fi(x)
j=1

Let B:= (B, ..., ).
(i) Given a training sample £,, = {(z1,v1), .., (z¢, y¢)}, show that the penalised criteria

n

RSS(f,N) = 3 (5 — Flas))? + A / ()|

j=1
can be rewritten in matrix form

RSS(B,N) = |ly = WB|* + A\3' A3,
for y := (y1,...,yn)", and for some matrices W and A that you will make explicit.

(ii) Solve the optimisation problem

8= argmﬁin RSS(5,\),

and show that the estimate ¢ := WB can be written § = S\y, where S, can be put into
the Reinsch form (I + AK)™!

Problem 3. Smoothing Splines with tie values

(i) We fit a model f3(x) parametrised by 5 to the learning sample £,, = {(z1,v1),- - ., (ze, ye) },
using least squares. Show that if there are observations with tied or identical values of z,
then the fit can be obtained from a reduced weighted least squares problem.

(ii) Characterize the solution to the following problem

mm{sz Y; xl +)\/ ’g// \dx},

where the w; > 0 are observation weights.

(iii) Deduce from (i) and (ii) the solution to the smoothing spline problem when the data have
ties in .

Problem 4. Strictly Diagonally Dominant Matrices
Show that a square strictly diagonally dominant matrix is invertible.



